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• Time, monetary, and human resources vs. predicting future outcomes short-notice
• Pre-testing & pilot studies
• Hard-to-survey populations
• Nonresponse and interview fatigue
• Sensitive topics

→ LLMs to the rescue?
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Motivation | Challenges in survey research
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Idea | Use characteristics of LLMs

1. LLMs are trained on human-generated text data
→ potentially reflecting survey population attitudes/behavior
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Idea | Use characteristics of LLMs

I voted for…

banana

Trump
Harris

P (predicted word | context)

2. Output is conditional on training data AND prompt input

I am a Republican.

banana

Trump
Harris

P (predicted word | context)

I voted for…



→ Synthetic samples:

1. Provide LLM with  relevant individual-level contextual 
information

2. Prompt LLM to respond to survey questions from 
individual’s perspective

5

Idea | Use LLMs to simulate survey respondents
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Good Idea!? | Use LLMs to simulate survey respondents
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Good Idea!? | Use LLMs to simulate survey respondents
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Bad Idea!? | Use LLMs to simulate survey respondents
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Bad Idea!? | Use LLMs to simulate survey respondents
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Problem | Generalizability?

• Biased LLM output: stereotypes, political attitudes, 
WEIRD* perspectives

• One potential reason: unrepresentative training data
• prevalence of native-language training data
• political and social structure & 

public opinion dynamics
• digital divide: target population  

population reflected in training data

→ challenges validity
→ risks reinforcing biases in research, politics, society
➔ Need to test LLM-synthetic samples in different contexts

*Western, Educated, Industrialized, Rich, Democratic



• Comparative studies based on country-level prompting vs.
individual-level prompting only single-country studies

• Biases related to prompt language or content?
• “Predicting the past” vs.  future outcomes

➔ Test LLMs’ predictive performance …
→ across national and linguistic contexts based on individual-level prompts
→ with limited individual-level information (feasibility of repurposing survey data)
→ for future outcomes
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Research Gaps 



→ Can LLMs predict the aggregate results of future elections?

→ How does LLMs’ predictive performance differ across countries and 
languages?

→ How does LLMs’ predictive performance differ depending on the 
information provided in the prompt?

→ Are there differences in performance between LLMs?
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Research Questions



• Vote choice – popular item in public opinion research:
• real-world relevance
• challenging to predict → with vs. without LLMs?
• much-discussed in (online) research & society → covered by training data?
• correlates with factors potentially limiting generalizability of U.S.-based findings

• EU elections
• covering several different populations, party systems, languages, …
• future outcome at time of data collection
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Test Case | Vote choice in the 2024 EU elections
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Research Design | Experimental dimensions
1. Country

2. Prompt Content
3. Prompt Language

4. LLM



15

Research Design | Data

Create personas based 
on survey data

Prompt LLMs with 
personas

Compare predictions 
to election results

Countries EU-27; DE, FR, IE, PL, SE, SK
Prompt 
Languages

English; German, French, Polish, Swedish, Slovak

Dataset Eurobarometer 99.4 (May/June 2023)
Sample Voting-eligible participants living in EU member states 

(n=26,047)
Prompt 
Variables

Demographics: 
age, gender, education, occupation, class, urbanity
Attitudes: 
political interest, ideological left-right self-placement, 
attitude towards EU integration, trust in EU
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Research Design | Prompt design

Create personas based 
on survey data

Prompt LLMs with 
personas

Compare predictions 
to election results



The year is 2024. You are a voting-eligible citizen of an EU member state 
living in Germany. The parties competing in the 2024 elections to the 
European Parliament are CDU/CSU, SPD, Grüne, FDP, Linke, AfD, Freie 
Wähler, BSW, Volt, and several smaller parties. You are 28 years old. You 
are female. You have a university education. Economically, you are 
upper-middle class. You are working. You live in a big city. You are very 
interested in politics. Ideologically, you are center-left. You think that 
more decisions should be taken at the EU-level. You tend to trust the 
European Union. Will you vote in the 2024 elections to the European 
parliament, and if so, for which party? Use the information above to make 
as good a prediction as possible, and keep your answer as short as 
possible, if possible only “No” or the name of the party you would predict.

17

Research Design | Prompt design

Example prompt. Variables bold. Attitudinal information underlined.

Create personas based 
on survey data

Prompt LLMs with 
personas

Compare predictions 
to election results
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Research Design | LLM configuration

Prompt LLMs with 
personas

Compare predictions 
to election results

Create personas based 
on survey data

Data collection: June 2024 
Kleinberg, B. (2024). rgpt3: Making requests from R to the GPT API (Version 1.0) [Computer software]. 
https://doi.org/10.5281/zenodo.7327667

https://doi.org/10.5281/zenodo.7327667
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Research Design | LLM configuration

Prompt LLMs with 
personas

Compare predictions 
to election results

Create personas based 
on survey data
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Research Design | Analysis

Create personas based 
on survey data

Prompt LLMs with 
personas

Compare predictions 
to election results

• Weight output with survey weights
• Aggregate per-country analysis:

difference between prediction and election results
• Distinguish turnout vs. party vote shares
• Dimensions of comparison:

• Societal coverage → countries: region (social & political 
contexts, digital divide), language family

• Linguistic coverage → prompt language: English vs. native 
language

• Attitudinal coverage → prompt content: Demographic 
information only vs. added attitudinal information
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Results | Can LLMs predict the aggregate results of future elections?

Turnout
• predicted (avg.): 83%
• actual (avg.): 49%; higher variation

Full, English prompt
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Results | Can LLMs predict the aggregate results of future elections?

Party vote shares
• 11/27 winners correct
• avg. ranks correct: 8% (median: 0)
• avg. differences: 7-15 percentage points

Note: Average absolute differences in vote shares: higher values correspond to better predictive performance.

Example: an average absolute difference of 5 percentage points (0.05) would be displayed as 0.95.

Full, English prompt
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Results | Can LLMs predict the aggregate results of future elections?

Full, English prompt

Party vote shares
• larger differences for 

non-green or -left 
parties
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Results | How does predictive performance differ across countries?

Turnout
• better for countries with 

high actual turnout
• compulsory voting not 

relevant for predictions

Full, English prompt
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Results | How does predictive performance differ across countries?

Turnout & party vote shares
• better for Western 

countries with more 
dominant languages

• worse for Eastern 
European countries with 
Slavic languages

Full, English prompt
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Results | How does predictive performance differ across languages?

Turnout
• worse when prompted in 

native language
• no difference

(already bad) in PL

Party vote shares
• better when prompted in 

English (DE, SE)
• slightly worse for FR, PL

Full prompt
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Results |
Does predictive performance depend on information in the prompt?

Turnout & party vote shares
• even worse with only 

demographic information
• regardless of prompt 

language
• lower variance in vote 

share differences
→ systematically off?

Difference demographics only vs. full English prompt
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Results | Are these problems LLM-specific?

LLaMa 3.1: similar patterns as GPT-4-Turbo

• Overall/Country: Even higher overestimations and bigger biases (again Eastern European / Slavic 
countries) for turnout, smaller for vote shares → bias generalizable

• Prompt language: Even poorer predictive performance with native language prompt → limited 
multilingual capacities

• Prompt content: Even worse predictions with demographic-only prompt
• Higher shares of missing predictions

Mistral 7B: unable to complete task

• “Difficult to say with certainty”
• Not following instruction to keep answer concise → responses cut off
• More missing predictions with demographic-only prompt
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Summary | Just because you can, doesn’t mean you should

… but can you even?
LLM-based predictions of aggregate results of the 2024 European elections fail:
• overestimate turnout
• unable to accurately predict the winner, rank ordering, or individual party vote shares
• especially off for Eastern European countries and countries with native Slavic languages
• especially off given only socio-demographic information about individual voters
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… but can you even? → Possible improvements:
• considering country-specific factors in prompting: prompt variables associated with vote choice

(if available in survey data)
• building more sophisticated forecasting models (likely voters ?)
• using pre- & post-election panel as baseline
→ secondary data not available pre-election!

• considering country-specific factors in forecasting: 
• electoral systems & thresholds
• party system fragmentation
• electoral volatility
• strategic voting

Summary | Just because you can, doesn’t mean you should
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Implications | Survey’s ain’t dead yet

• (General-purpose / off-the-shelf) LLMs were not made for predicting specific public opinion!
• Performance of LLMs is dependent on training data and prompt

→ Training data temporality:
→ Volatility of population structure & attitudes
→ Tradeoff between recency and detail of human samples needed for personas
→ Training data cutoffs

→ Prompt: Need detailed attitudinal information to make somewhat more accurate predictions

→ Questionable feasibility of using LLM-based synthetic samples as a supplement or substitution of 
detailed survey data! 
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Conclusion | What’s next?

Needs:
• Bias identification & mitigation:

Transparency & diversity
in model architectures & training data

• Purpose optimization: Customizing LLMs for
• public opinion estimation
• underrepresented contexts
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Key Takeaways

As of now …
➢ LLMs cannot replace survey data (at most augment it)

➢ Applicability of LLM-generated survey data is context-dependent
→ output is biased towards certain (sub-)populations

➢ Performance likely improves with fine-tuning

➢More research needed for identifying & mitigating LLM biases
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